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We noticed immediately what appeared to be unusual spikes in the monthly job count in June 2009 and
September 2010. Job count data for these two months will be covered later in this report. 

Step 2 - Count the number of companies on Linkup

The 2nd step in our analysis was to count the number of companies in the LinkUp index that delivered
at least one job opening during a given month. This number is only a fraction of the entire set of com-
panies that LinkUp indexes because in any given month, more than 50% of the companies being scraped
for jobs did not have any job listings on their website. We requested data for the entire list of compa-
nies with working spiders, but LinkUp does not have that data as the company is not able, at the pres-
ent time, to distinguish between a company with no job listings and a broken spider, so we agreed that

Step 1 - Count the number of jobs on Linkup 

The graph below depicts the monthly statistics of jobs on Linkup for the 3 years between January 2008
and January 2011. We used Matlab to compute this number. We believe that a qualified opening posi-
tion must satisfy two constraints:

1. The job listing first emerged on Linkup in a given month 

2. The job listing has a duration longer than one day

We decided to skip the option of a 30-day average because a simple average of the daily statistics will
underestimate the total number of the possible future hires. Jobs can be filled during the current month
while the length of the period of each job to be filled is changing according to the economic cycle and
is distinctive between different job types. 

Therefore, what we took into account are the job listings that emerged on the official corporate web-
sites of companies indexed by LinkUp during each month because we believe this statistic will prove to
be a good indicator of the monthly change in the national employment.
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Step 3 - Calculating the LinkUp Index

After determining the number of job listings and the number of companies, we calculated the LinkUp
Index as follows:

LinkUp Index = (number of jobs per month)/(number of companies per month)

the company count as indicated below was the most suitable available data for our analysis. We did note
at the end of the study that correlations might be higher if we were able to use company count data
that included all working spiders. LinkUp is working on establishing such a data point.    
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Step 4 - Establish baseline data (U.S. Department of Labor Nonfarm Payroll Report)

Each month the Current Employment Statistics (CES) program within the Department of Labor’s Bureau
of Labor Statistics, surveys about 140,000 businesses and government agencies, representing approxi-
mately 440,000 individual work sites, in order to provide detailed industry data on employment, hours,
and earnings of workers on nonfarm payrolls. This nonfarm payroll report (NFP), together with the
monthly Household Survey report, form the basis for the monthly jobs numbers issued by BLS. 

For purposes of this analysis, we will consider NFP as the primary baseline data rather than the
Household Survey and the national unemployment rate. While we would certainly expect to see some
correlation between the LinkUp index and the U.S. unemployment rate, the national unemployment rate
is more an indicator of labor supply,  impacted by factors such as new entrants into the job market and
discouraged workers that have left the labor market. The NFP and the LinkUp index are more closely
aligned as indicators of labor demand.  

Before we calculate the correlation coefficients between NFP and the LinkUp Index, we had to adjust the
NFP data to remove the job counts associated with the 2010 Census. The LinkUp search engine did not
include any census job listings due to issues with Monster.com and USAJobs.gov, so we needed to remove
the census jobs from NFP to obtain a more valid data set for comparison.
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Step 5 - Examine correlation between the LinkUp Index and Nonfarm Payrolls with no time lag (t+0)

Before testing the correlation between NFP and the LinkUp Index using various time-lags, we first test-
ed the correlation with no time lag. Not surprisingly, there is no correlation between the LinkUp index
in a given month and the NFP for that month.

While it could be the case that there might be a correlation between job listings and job growth in a
rapid job-growth environment in which jobs openings were posted on company websites and filled very
quickly, in less than 2 weeks, for example, this would be a highly unusual circumstance. On average,
companies typically take at least 30 days to fill job openings in any type of labor market environment,
and in the aggregate across the entire economy, it is hard to imagine that speed-to-hire would ever
accelerate enough to trigger correlations between job openings and job growth in the same month.

In any event, LinkUp has the ability in its search engine to calculate how long job listings stay on an
employer’s website and they would be able to accurately track such an increase and integrate that accel-
erating speed-to-hire into their forecasts. In the current data set used for this study, the average speed-
to-hire for the jobs indexed by LinkUp was 27 days.  
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To get a more detailed view of the correlation between LinkUp Index and ΔNFP, we then calculated the
Pearson product-moment correlation coefficient (PPMCC) using the following formula:

Step 6 - Examine the correlation of the LinkUp Index and NFP with 1-month time lag (t+1) 

We then tested the correlation between the LinkUp Index and NFP for the following month. This makes
intuitive sense because a job listing on a company website indicates an employer’s desire or intent to
make a hire. But there is a delay between the posting of a job listing and the actual point in time when
that position is filled.  

Below is the scatter plot of LinkUp Index via NFP's monthly difference (ΔNFP) from January, 2008 to
December 2010. Figure 4 shows that ΔNFP is positively correlated with the LinkUp index.
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Step 7: Determine the correlation between LinkUp Index and ΔNFP for various time lags (t:t+5)

We then determined the correlation between the LinkUp Index and ΔNFP across various time lags up to
and including t+5. The time period for these initial correlations is January 2008 to January 2011.
Somewhat surprisingly, the correlation for t for the period from January 2008 to January 2011, was
higher than the correlation for t+1. As expected, however, the correlations decline as the time lag
increases to t+5.

Step 8: Calculating the correlations for various time periods and time lags (t:t+5)

Because LinkUp has been continuously improving and adding companies to its search engine, we want-
ed to test whether or not correlations would be stronger for more recent time periods. In particular,
LinkUp made a number of significant improvements to its search engine in 2008 as the site was essen-
tially released to the public. We also wanted to determine if there was a point in LinkUp’s history after
which correlations for t+1 were stronger than t. For both of these inquiries, we determined a series of
correlations between LinkUp Index and ΔNFP using different start dates in 2008. For each period, the
end date was January 2011.

In the table below, it is apparent that correlations do improve as the start date approaches December
2008, rising from .736 for the period between January 08 to January 11 to .782 for the period between
December 08 to January 11. The table also indicates that beginning with a start date of July 08, corre-
lations between the LinkUp Index and ΔNFP t+1 are consistently higher than between LinkUp Index and
ΔNFP t. For the entire series of 12 start dates, the mean correlation of ΔNFP t+1 is .754.  
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Because it takes time for an employer to make a hire after the job has been listed on the company’s cor-
porate career portal, it is logical that there would be a time delay of some kind between the rise and
fall of new and total job listings on LinkUp and job growth (or decline) in the U.S. as reflected in the
BLS Establishment Survey. Because the average job listing indexed by LinkUp appears in the search
engine for 27 days, the correlation for the t+1 period would be expected to be the strongest of all the
time periods.

It is worth noting, however, that the time lag between posting a job and making a hire can, and most
likely does, change over time. In a low unemployment environment, it would be expected that compa-
nies need to move more quickly to make a decision about a qualified candidate in order to avoid losing
that candidate to another employer. Conversely, in a high unemployment environment, it would be
expected that employers would be far more selective in their hiring, taking their time with the process
and individual candidates to make sure that they selected the optimal candidate given the abundant
supply of labor. In such an environment, it might not be unusual to see the average length of time a
job appeared on LinkUp extend to 60 or possibly even 90 days.

As a result of this phenomena, we recommend that LinkUp continually monitor the average length of
time that a listing remains in the search engine and adjust its forecasting model accordingly.    

In the graph below, we have included the data for ΔNFP (t+1) and the LinkUp index for the period
between January 2008 and January 2011 which has a correlation as indicated in Table X of .736.
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Step 9 - Analyze correlations between ΔNFP and various other jobs data sets

There are at least a dozen popular and widely cited jobs data sets published each month, including,
among others, the Conference Board, ADP, Intuit, Monster, and Indeed. Each jobs data set possesses
unique attributes and characteristics, but we felt that the Conference Board’s Help Wanted Online Data
Series (HWOL) was one of the most appropriate to examine for a variety of reasons. The HWOL claims to
have the largest data set of job listings available online, including job listings sourced from job boards,
company websites, daily and weekly newspaper websites, job aggregator sites, and a variety of other
sources. We felt that the HWOL data should encompass the entire U.S. economy, from both a geograph-
ic perspective as well as a vertical industry perspective, and should therefore demonstrate a reasonably
high correlation to ΔNFP.       

As the table below indicates, however, we discovered that the Conference Board’s HWOL index contains
little to no correlation to the BLS’ nonfarm payroll data. As well, there were no time periods in which
the correlation between HWOL and ΔNFP was stronger for t+1 than for t. 

We believe there are a number of reasons that explain this lack of a correlation between HWOL and ΔNFP.
First, the HWOL includes job listings from hundreds and hundreds of sources, and it is reasonable to
assume that there are duplicate job listings included in their data. Despite even the best efforts to elim-
inate duplicate listings, it is almost impossible to remove them entirely, and the data set is negatively
impacted with their inclusion. Secondly, the HWOL includes listings from pay-to-post job boards, news-
paper classified sites, and job aggregators such as Indeed and Simplyhired. Each of these sources include
job listing pollution such as fake jobs, work-at-home scams, money-mule jobs, phishing jobs, staffing
positions, freelance project work, and old job listings. These ‘garbage’ listings introduce an excessive
amount of ‘noise’ into the data set which limits its ability to accurately forecast the BLS data. And final-
ly, we believe that the HWOL is overly reliant on fading business models such as daily newspapers and
pay-to-post job sites which companies are increasingly moving away from in favor of paid search mod-
els, social media, and their own corporate career portals on their company website.   
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As we did for the LinkUp Index, we also graphed the correlation between the HWOL and ΔNFP. While it
is apparent that there is some correlation between HWOL and ΔNFP, it is not nearly as strong as the cor-
relation between the LinkUp Index and ΔNFP. 

Finally, we calculated the correlations between ΔNFP and various jobs data sets including the LinkUp
Index, HWOL, and ADP. The ADP National Employment Report is based on payroll data from over half of
ADP's U.S. business clients. The ADP data represents about 24 million employees from all 19 of the major
North American Industrial Classification (NAICS) private industrial sectors.
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Step 10 - Model the relationship between ΔNFP & LinkUp Index using linear regression model 

In order to further examine the predictive attributes of the LinkUp Index, we prepared a linear regres-
sion model to analyze the LinkUp Index and ΔNFP using the formula:

In particular, we were interested in assessing the extent to which the LinkUp Index could be effective-
ly utilized to predict future nonfarm payrolls not only from a directional standpoint, but also from a
degree standpoint. While there might be a variety of techniques to test the correlations of relative sen-
sitivity between the LinkUp Index and ΔNFP, we felt that a linear regression would provide some insight
along these lines.  

As the regression model above and the regression sta-
tistics at right indicate, it can reasonably be conclud-
ed that the LinkUp Index is highly correlated to ΔNFP
(t+1) from both a directional and degree perspective.
While the data set is somewhat limited and does not
include data from across a wide range of economic con-
ditions, we would expect that strong correlations
would hold up across a full range of expected econom-
ic environments. 
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Step 11 - Remove data anomalies & determine new correlations 

As mentioned earlier, we identified 2 data anomalies in our analysis that warranted further investiga-
tion. In graphing monthly job count, we noticed unusual spikes in June 2009 and again in September
2010. In June 2009, LinkUp’s job count jumped 45.05% from 726,876 jobs to 1,054,364 jobs. In
September 2010, LinkUp’s job count jumped from 1,042,676 job listings to 1,320,180 jobs, an increase
of 26.61%. 

Given the severe spike in job count, we wanted to determine if the unusual data for the periods in
question was ‘legitimate,’ or an incident that was the result of an internal factor that could be cor-
rected or an external factor outside of LinkUp’s control. We notified LinkUp of our findings and asked
them if they could identify any possible explanations for the high job count. After looking into the
issues further, Eric Caron, LinkUp’s Web Master provided us with the following explanations:

Quirk on June 2009 (5/28 – 6/10, 6/22-6/23)
“This primarily is a problem from growing pains, where for the first time our existing logic
was causing bottlenecks because we just could not process as many jobs for all the com-
panies in the system as we were trying to do. The first notion that this was becoming a
problem was on 5/8, but it really started on 5/28 and was fixed on 6/10. There was also
an error later in the month that caused a greater-than-normal number of jobs to be delet-
ed, but since it occurred completely in the month of June it may not have had an impact
on the dataset.” - Eric Caron, LinkUp’s Web Master

Quirk on September 2010 (8/16 – 9/10)
“Problem first recognized on August 25th but the problem was introduced on August 16th
by introduction of a new location system. The new location system, when implemented,
had significant performance problems, and wreaked havoc by slowing down the speed at
which jobs were being parsed. This caused larger companies to run less frequently because
they took longer to complete, meaning the data was skewed both in that not enough new
jobs were being added and not enough old jobs were being deleted – especially trouble-
some because the company’s spider frequency became greatly out of whack from the norm.
The problem was reasonably fixed by the 10th and completely fixed by the 14th.” - Eric
Caron, LinkUp’s Web Master.
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In addition to the explanations, Eric provided
us with the following charts from their servers
that further highlighted some of the under-
pinnings of the data anomaly for September
2010. (Similar charts exist for the June 2009
issue).

The "Jobs Added To LinkUp" chart represents
an hourly snapshot of active jobs stored in the
LinkUp database. Because of the graph's high
granularity, any jagged edges likely indicate
abnormalities in either the health of the sys-
tem storing the data or the technologies
acquiring the data. Fortunately due to the
repetitive nature of LinkUp’s system, such
anomalies can be subtracted from the dataset
and corrected by extrapolating the surround-
ing points.

The “LinkUp – LinkUp Data – Queue” graph
shows the number of jobs being analyzed by
the system at any given moment. Given that
the system should have a recurring, continual
incoming stream of jobs to analyze and a con-
tinual outgoing stream of jobs post-analysis,
the graph should look similar to a heart rate
monitor showing similar peaks and valleys on
a regular schedule, changing in amplitude
according to the labor market. Any unusual,
extended outliers on the graph indicate time
when the system analyzing jobs was not per-
forming as it should.

The “LinkUp – LinkUp Data – Spider Last Run
6/12/24/48+” graph represents a snapshot of
the number of companies that fall into each
segment at any moment. Although some com-
panies update the jobs multiple times per day
while others update less frequently, LinkUp
has determined that the majority of companies

update their jobs section on a near-weekly basis. Because of this, most companies get re-indexed every
24-48 hours.  When all systems are behaving normally, the black-line should be near zero and the other
lines should be relatively consistent. When the green line becomes too prominent, it means the system
is being overly agressive in re-indexing sites; likewise when the black line is too large, it means that a
disproportionate number of companies have not been completely indexed in a timely manner.
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Upon examination, the data anomalies were both caused by bugs that prohibited the search engine from
removing jobs from its index that no longer appeared on company websites. These bugs resulted in an
artificially high total job count as new jobs were appropriately added each day, but expired jobs were
not removed as they should have been. Given our interest in obtaining the most accurate correlation
calculation, we decided that it was worth determining if we could reasonably adjust the data to remove
the anomalies and arrive at a more accurate job count for the periods in question.

The problem then became how to adjust the job count data in a statistically defensible manner. After
some thought and discussion with LinkUp, we determined that the best means to do this was to calcu-
late a range of statistics related to the expected duration of a job listing on LinkUp. Once that infor-
mation was obtained, we could create an ‘artificial’ overlay that would essentially reduce the job count
by estimating the expected number of expired job listings each day for a given period and artificially
removing them from the job count.    

Because it is likely that expected job duration could change over time depending upon economic con-
ditions, we decided to calculate job duration using the 6 month period prior to each anomaly. The dis-
tribution of job durations for the period between December 2008 and June 2009 is as follows:  

We then applied the data from the Job Duration chart above to the jobs data for the month of June
2009. We constructed a daily ‘overlay’ that essentially calculated the estimated number of jobs that
should have been removed for each day, assuming that the statistical pattern observed above for the
prior 6 months also occurred in June.  

After applying this overlay, we determined that the June 2009 job count was inflated by 167,696 job
listings due to the bug identified in the code that prevented those jobs from being removed as they
should have been. The inflated job count represents 15.90% of the total job count for the month.  
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We applied the same methodology for the 2nd data anomaly in
September 2010. After calculating the job duration distribution pat-
tern for the prior 6 months, we constructed an overlay to reduce the
inflated job count based on the expected job duration pattern for the
month. In this case, we removed 107,725 job listings that we estimat-
ed should have been removed from the LinkUp search engine. This rep-
resents 8.16% of the reported job listings for that month.

After applying the statistical overlay to the 2 months in question, we
arrived at the job and company count for LinkUp as indicated in the
table at left.    

While it appears that the job count for June 09 and September 10, as
well as the months immediately following (July 09 and October 10),
might still be slightly elevated, we have no means by which to further
refine the counts in an effort to obtain a more accurate data set for
those months. We are confident, however, that the approach we took
to improve the accuracy of the data represents a valid and statistical-
ly defensible methodology, while further steps might compromise the
integrity of our results.
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The data table (top left) results in a
graph of the job count on LinkUp as
seen in the graps at bottom left. We
included the same graph of the job
count data prior to the adjustment of

the 2 data anomalies for reference.  
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After preparing the adjusted job count data,
we calculated the revised LinkUp Index that
accounts for the data anomalies in June 09
and September 10. Again, we included the
LinkUp Index prior to the adjustment for

reference purposes. 

With the revised LinkUp Index, we then
recalculated the correlation between the
LinkUp Index and ΔNFP (t+1). The revised
correlation increased from .754 prior to the
adjustment to .769 after the adjustment.

We also produced a graph of the correlation
between the LinkUp Index and ΔNFP (t+1)
as seen below (bottom right). We have
included the same graph prior to the adjust-
ment for reference purposes.

As the correlation calculations and the
graphs at right clearly indicate, the LinkUp
Index contains strong predictive attributes
as it relates to ΔNFP (t+1). The correlations
improved meaningfully after accounting for
the 2 identified data anomalies.

Based upon the examination and correction
of the 2 data anomalies, we recommend that
LinkUp continue to closely monitor its job
and company count data to assure the
integrity of the data and the accuracy of its
forecasts. We believe that with close moni-
toring, careful implementation of code
changes, and a continued focus on the jobs
data, LinkUp can avoid the types of inci-
dents that created the data anomalies in
the first place.

More importantly, we have a high degree of
confidence that as LinkUp continues to
invest additional time, resources, and
expertise into the data portion of its busi-
ness, the correlations  identified in our
study will continue to increase further.
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Through our study, we have demonstrated that the LinkUp job search engine has very meaningful pre-
dictive attributes in relation to the Department of Labor’s nonfarm payroll (NFP) report issued by the
Bureau of Labor Statistics. LinkUp’s highly unique job search engine, which indexes more than 850,000
jobs found on 22,000 corporate career websites across the U.S., delivers a data set that is substantially
different from and far cleaner than any available data set related to the U.S. labor market. 

LinkUp’s job listings contain none of the noise that afflicts the other job openings data sets such as old
or expired jobs, duplicate listings, and job pollution created by phishing jobs, work-at-home scams, and
fraudulent posts. LinkUp’s index contains every single job opening contained on a company’s corporate
career website, not simply those jobs that the company is actively advertising for in the daily newspa-
per or on pay-to-post job boards. As the recruitment advertising industry evolves towards newer models
such as paid search, social media, and mobile media, the traditional job board model and the data sets
that rely on those job listings will become as obsolete as the daily newspaper already is.

In analyzing the predictive attributes of LinkUp’s data, we established a model by which we could com-
pare LinkUp’s monthly jobs data to the NFP report. We constructed the LinkUp Index to reflect the aver-
age number of job listings per employer organization in LinkUp’s index. This methodology allowed us to
account for the fact that LinkUp is constantly adding new companies to the index which would other-
wise influence the data in a traditional month-to-month comparison. 

After calculating the LinkUp Index for each month between January 2009 and January 2011, we calcu-
lated the Pearson product-moment correlation coefficient between the LinkUp Index and the change
between NFP (ΔNFP) for various time periods (t:t+5). We determined that the strongest correlation
occurred for the period ΔNFP (t+1), a finding consistent with our analysis that the average job opening
is listed in LinkUp’s search engine for 27 days. The very high correlation of .754 makes intuitive sense
given that a job posting on a company’s website indicates a strong intent to make a hire and that com-
panies take an average of 27 days to fill that position. Through regression analysis, we also determined
that the LinkUp index is also sensitive to degree. That is to say, the relative changes in the index pro-
vide an indication of the expected degree of change in the nonfarm payroll report.

We also determined through our analysis that the LinkUp Index is far more predictive of ΔNFP than the
Conference Board’s Help Wanted Online Index (HWOL) which demonstrated almost no correlation to
ΔNFP. Finally, we corrected the LinkUp data set to account for 2 identified data anomalies caused by
bugs in the LinkUp code and recalculated the correlations. After constructing an overlay for June 2009
and September 2010 that removed expired jobs in those 2 months that the search engine had not
removed in actuality, the correlation to ΔNFP (t+1) rose to .769.

In summary, we believe that the LinkUp Index can be effectively utilized to predict the nonfarm pay-
roll report issued by the Department of Labor each month. This very strong correlation between the
LinkUp Index and ΔNFP exists because of the very unique attributes of LinkUp’s job search engine which
also makes LinkUp the strongest indicator of what is and will be happening and in the U.S. labor mar-
ket of any data provider in the market today. We also believe that as LinkUp continues to improve its
technology and add new companies, employer organizations, and government job listings into its index,
the correlations will grow even stronger.  
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