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Introduction

Introduction

The five biggest companies in the world today are technology companies. In 2018, Apple became 

the first trillion dollar company, and they are now joined by Microsoft and Amazon. This small 

handful of companies define the 21st century experience and marketplace, and touch every aspect 

of our daily lives – both business and leisure. They facilitate how we communicate (Facebook), to 

how we spend our spare time (Netflix), shop (Amazon), travel (Uber), as well as provide the tools 

that help us do all this (Google, Microsoft). 

The rise of technology companies and their services has not only been profitable for investors, but 

also brings enormous societal opportunities; improving healthcare, making services cheaper and 

more accessible, and contributing to climate solutions. 

Recently however, technology companies have come under fire for their negative impacts 

on society - from the proliferation of fake news on social media platforms, to biased and 

discriminatory algorithms magnifying existing societal inequalities.

The Cambridge Analytica scandal - in which Facebook, the world’s largest social media platform, 

allowed a political data firm access to private information on more than 50 million unknowing 

users in order to target them with political advertising - showed that these serious ethical 

concerns bring reputational and regulatory risks, which can be financially material.1

These concerns are particularly challenging for investors to address. This is firstly due to the 

unique structure and governance of technology companies, where it is common for the CEO 

or founder to retain superior voting rights. This means that conventional methods of investor 

engagement are challenging. Secondly, understanding the sector can require technical knowledge, 

which can make it difficult for investors to understand and therefore engage on these issues. 

Against this backdrop, this briefing for the Charities Responsible Investment Network (CRIN) aims 

to give an overview of some of the key investment risks emerging from the technology sector, and 

to empower asset owners to engage their asset manager(s) on these risks. 

This briefing covers bias and discrimination, manipulation and influencing behaviour, market 

domination and automation. These topics are not intended to provide a comprehensive overview 

of the many sprawling and interrelated issues emerging from the technology sector, but were 

raised as areas of particular concern by members of the CRIN. The briefing brings together 

desk-based research, case study examples of investor action, and interviews with leaders in the 

field. Throughout the piece we provide sample questions, to support asset owners to ask their 

asset manager(s) about the emerging responsible investment risks relating to the technological 

revolution. Some initial questions are:

Ask your asset manager(s):

What research are you doing internally to learn about the evolving risks surrounding 

technology?

Have you published any research or articles that formalise your views and priorities for 

these risks moving forwards? What are you doing to act on these?



5

Bias & discrimination

Bias and discrimination

Artificial intelligence (AI), the ability of computers to perform tasks commonly associated with 
human beings, has revolutionised many aspects of daily life. AI makes decisions for us about 
which route to take, which emails are spam, and what news we see. AI is also used to make less 
everyday decisions, such as who gets arrested, hired, or diagnosed.2, 3, 4

Although AI systems are often represented as bringing impartiality and objectivity to decision-
making, this is not always the case. In fact, it might be more accurate to think of them as “an 
opinion embedded in mathematics”.5 One of the main concerns around the widespread use of 
AI is the potential for these systems to be biased, therefore leading to discriminatory decision-
making and unfair outcomes at scale. Investors should be concerned that, without the correct 
governance interventions, the rise of AI has the potential to perpetuate and worsen existing 
inequalities.

Machine Learning, the ability of machines to learn from their own ‘experience’ and without being 
explicitly programmed for each action, is the current most widespread application of AI. Machine 
learning algorithms are able to analyse and detect correlations between data – lots of it – in order 
to make predictions. 

Machine learning may use formal data, facts like our date of birth or address, but it increasingly 
also includes informal data. Dr Christine Chow, Director and technology sector lead at Hermes 
Investment Management explains:

“Because of search engines and social media becoming more popular, 
we have now created a lot of informal data for ourselves that reflects 
our behaviour and who we really are as a person beyond the factual 
information we give to the world. That could be Facebook likes, it 
could be our browser fingerprint, it could be the way we interact with 
our phones. All of this is being heavily studied and used by many 
companies.” 

A 2019 report by Hermes Investment Management, ‘Investors’ Expectations on Responsible 
Artificial Intelligence and Data Governance’, identifies three potential sources of bias in AI 
systems: input bias, process bias, and outcomes bias.6 

AI systems are trained on data that reflect the historical and current biases and inequalities in 
society – for example, greater male representation in high-paid jobs (input bias). Input data 
is then fed into a model designed by humans (process bias), which creates outputs which are 
interpreted by humans (outcomes bias). In this way, bias can arise both through data which 
contains the results of historic biases, and through present human cognitive biases when they 
interact with AI systems. Christine Chow suggests that the latter biases are harder to eradicate 
from systems.
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“Input bias is the kind of bias you realise you have in your sample then 
you adjust that data sample. The bias you cannot diversify away from is 
when it involves human judgement, which is rooted very deeply in our 
consciousness or sub-consciousness; it could be political views, it could 
be religious views, it could be Brexit.”

In the case of machine learning, the outputs sometimes get recycled as input data, creating a 
feedback loop. Because of this, AI systems are inherently not neutral and have the potential to 
amplify human biases, leading to injustice and discrimination at scale. 

Case study: Rekognition

Artificial intelligence is increasingly being used in facial recognition technologies for law 
enforcement and security purposes. Facial recognition technologies promise to increase 
efficiency in these sectors by identifying people in crowds, when this would otherwise have to 
be done manually by human staff. However, there are mounting concerns about their potential to 
exacerbate race and gender biases and discrimination (see Box 1: Hikvision). 

In 2019, Amazon faced two shareholder resolutions relating to their facial recognition technology, 
Rekognition, which can identify, track, and analyse people in real time and recognise up to 100 
people in a single image. The first resolution asked Amazon to prohibit sales of Rekognition to 
government agencies, citing concerns about racial profiling and other human rights violations. 
The second called for the board to commission an independent report into the threats to civil and 
human rights posed by the technology.7 

The resolutions were filed following research that suggested that the technology is biased and 
inaccurate; disproportionately misidentifying minorities and women, and potentially exacerbating 
biases in law enforcement and security systems. One test found that Rekognition misclassified 
women as men 19% of the time, and darker-skinned women for men 31% of the time.8 In another, 
Rekognition disproportionally misidentified 28 African-American and Latino members of the US 
Congress as people in criminal mug shots.9  

Despite concerns surrounding Rekognition, Amazon has aggressively marketed the product to 
police departments and federal agencies,10 and reports suggest the technology is used by at least 
two US law enforcement departments, and has been pitched to the US Immigration and Customs 
Enforcement agency (ICE).11, 12

Mary Beth Gallagher, Executive Director at Tri-State Coalition for Responsible Investment, said in 
a press release: “Shareholders are deeply concerned by the serious chilling effect of surveillance 
on immigrant communities and on all of us, including the ways in which this technology can be 
used by government to instil fear, prevent people from accessing the services they need, and 
perpetuate racism.”13 
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Amazon itself recommended shareholders vote against the resolutions, arguing that “new 
technology should not be banned or condemned because of its potential misuse” and that 
users bore responsibility for adhering to strict usage rules.14 However, the largest proxy advisor 
firms, ISS and Glass Lewis, recommended shareholders support the resolution calling for an 
independent report. In their written rationale for this recommendation, ISS wrote that Amazon 
“may be lagging its peers” because it has “not developed rules for bidding on government 
contracts, has not formed an artificial intelligence ethics committee and has not announced 
partnerships with civil liberties organizations.”15 

Amazon’s stance contrasts with that of their competitor, Microsoft, who has called for 
government regulation of facial recognition technology, and refused a request from a US police 
department to install facial recognition technology in officers’ cars and body cameras, citing 
human rights concerns.16 

Despite the positive recommendation from ISS and Glass Lewis, both proposals were voted 
down, receiving 2.4% and 27.5% support respectively. As is common in technology companies 
(see Box 2: Share structure), Amazon’s founder and chief executive, Jeff Bezos, retains a large 
portion of the company’s stock (16%) and voted against the proposals, therefore determining 
a large portion of the vote.17 Nevertheless, the resolutions could easily have passed, had more 
shareholders used their vote to challenge Amazon on their stance on facial recognition. 

Michael Connor, Executive Director at Open MIC – a non-profit organisation that works to foster 
greater corporate accountability at technology companies through shareholder engagement – 
said that “shareholders - especially large institutional shareholders - need to press Amazon on 
this critical issue by raising their concerns with management and voting their shares. There’s a lot 
at stake.”18 

Ask your asset manager(s):

How did you vote on proposals 6 (Prohibit Sales of Facial Recognition Technology 
to Government Agencies) and 7 (Report on Impact of Government Use of Facial 
Recognition Technologies) at Amazon’s 2019 AGM, and what were your rationales for 
the voting decision?

Bias & discrimination
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Box 1: Hikvision

Hikvision, the world’s largest surveillance company, supplies cameras and facial recognition 
systems to ‘re-education’ camps in Xinjiang, Western China, where an estimated one million 
Uighur Muslims are being held. In October 2019, the US Commerce Department blacklisted 
Hikvision on grounds that the company is implicated in human rights violations against Muslim 
minorities in Xinjiang.19 The blacklisting does not prevent US investors from buying the shares 
in Hikvision however, which is included on MSCI’s benchmark emerging markets index – an 
index tracked by $1.9tn of assets.20  

Ask your asset manager(s):

What specific measures are you taking to ensure that investee technology 
companies’ services are not being used to suppress individual human rights or 
liberties, especially where they operate in China or another country where there is 
extreme government censorship or control?i 

Box 2: Share structure

It is common for technology companies to adopt multi-class share structures that allow 
founders and CEOs, and sometimes their family members, to retain superior voting rights. 
For example, Google and Facebook’s founders own shares with ten-to-one voting rights, 
and public ride-sharing app Lyft’s co-founders have shares with twenty-to-one voting rights, 
giving them close to a majority control of voting power (49%), despite owning less than 5% of 
total shares. 
The use of unequal voting rights violates the principles of corporate democracy and deprives 
public shareholders of a meaningful voice in how a company is run, removing critical checks 
on corporate decision-making. It also means that shareholder resolutions filed at tech 
giants who use multi-class shares face a tough challenge to win majority support, unless the 
founder or top executives are on board. This makes engaging with technology companies in 
conventional ways challenging, and increases the importance of regulation and shareholder 
engagement with regulators.
In an attempt to curb these unequal share structures, investors have filed shareholder 
resolutions calling for ‘one share, one vote’. In 2019, these were filed at Facebook (24.5% for) 
and Alphabet – Google’s parent company – (30.1% for) amongst others. 

Ask your asset manager(s):

How did you vote on the ‘Approve Recapitalization Plan for all Stock to Have One-
vote per Share’ resolutions at Facebook (resolution 5) and Alphabet (resolution 4), 
and what were your rationales for these voting decisions?

Bias & discrimination

i     The Joseph Rowntree Charitable Trust engaged their asset managers on this and other related questions. You 
can find further information about the engagement here. The Charities Responsible Investment Network has also 
produced an investor briefing on oppressive regimes, including questions to ask asset managers, which can be 
found here.

https://www.jrct.org.uk/userfiles/documents/Statement of expectations on technology.pdf
https://shareaction.org/wp-content/uploads/2017/04/InvestorBriefing-OppressiveRegimes.pdf
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Recommendations

The potential for AI systems to exacerbate existing biases and reproduce discriminatory 
practices erodes trust between consumers, regulators and technology companies. This can 
threaten the long-term value of technology companies, as they risk their social and regulatory 
licenses to operate, as well as regulatory fines and litigation costs. Investors are well placed 
to engage on the topic through the lens of stewardship and long-term sustainable corporate 
development. They can be key players in encouraging companies to assess and mitigate any 
negative societal impacts of AI systems before they are deployed.

Hermes Investment Management’s report on Responsible Artificial Intelligence established 
five expectations for engaging with technology companies on the societal impacts of their 
technology.21 These include:

Explainability: A company should explain its use of AI in understandable language (e.g. 
explaining why users are seeing certain targeted adverts). Transparency reduces the 
asymmetry of information held between a company and its stakeholders, and is therefore 
vital for building trust with users. 

Oversight: A company should have the capability to thoroughly understand the risks and 
opportunities presented by AI and identify different parties that should be responsible for 
the impact of AI (e.g. a dedicated ethics committee), putting human safety as a priority 
over revenue and profit.

Based on his own experience in the independent oversight committee of a healthcare 
technology company, Dr Julian Huppert, Director of the Intellectual Forum at Jesus College 
Cambridge, suggested that one way of finding out whether a technology company has the 
correct oversight and governance is whether it trusts people enough to allow an independent 
audit. 

“Companies often don’t like to adopt more transparent oversight 
systems because they see it as risky. And they’re right to see it as risky, 
because oversight should be risky. At the moment, the technology 
sector is not trusted: Facebook have a catastrophic problem with trust 
and use of Facebook is down in the US and UK. Investors should want to 
see companies allowing this sort of independent report.”

Julian Huppert suggests investors should ask companies:

• “Do they have an ethics committee that meets in secret every now and then and has 
no teeth – which is the standard model – or do they have one which is free to report 
publicly on criticisms? 

• “If using machine learning, what steps are they taking to ensure that the input data is 
representative and free from bias? 

• “For companies that do anything in biometrics (e.g. facial recognition), what are they 
doing to make sure it can’t be abused by anybody?” 
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Ask your asset manager(s):

What are your governance expectations of investee companies who are developing 
AI systems? This could include:

• Adherence to global standards for responsible AI development,
• Board-level ethics expertise,
• An independent ethics committee which reports publicly. 

How have you engaged with companies developing and using AI systems to ensure 
that these systems are not leading to biased or discriminatory outcomes, especially 
around biometrics (such as facial recognition)? This should include long-term goals 
and an escalation plan, as well as case studies.
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Manipulation and influencing behaviour

Every day, 2.5 quintillion bytes of data are created. This includes 3.5 billion Google searches, 600 
million tweets and 300 million photos uploaded to Facebook.22 Everything we do online - from 
googling the nearest café to liking a friend’s post on Facebook - leaves a digital trace. These 
clues to our daily lives are compiled into enormously detailed customer profiles that allow online 
platforms such as Facebook and Google to deliver highly targeted advertisements on the basis 
of characteristics such as location, demographics, interests and behaviour. Christine Chow says: 

“We have a lot of data brokers out there that collect information about 
people so that they have a full picture of who you are - not just where 
you live and where you were born but also how you behave, how you 
react to things, what buttons to press in you to make you click.”

The ability of Google and Facebook to offer advertisers ‘microtargeting’ tools has driven 
advertising revenues for the companies, with Facebook collecting 97% and Google 88% of 
overall revenue from advertising.23 This is the business model Shoshana Zuboff coined as 
‘surveillance capitalism’: The collection and commoditisation of personal data, using pervasive 
digital surveillance, as the core source of income for these companies.

To maximise the number of advertisements we see, and therefore their revenue, Facebook and 
Google have an incentive to keep users on their platforms as often as possible and for as long as 
possible. The platforms do this in two ways:
• Using algorithms to personalise user experience based on their online profile, and
• Designing addictive features into their platforms. 

We will now turn to exploring the impact that these methods, as well as targeted advertising 
itself, are having on society.

Personalised content

To keep us on their platforms and viewing adverts for as long as possible, social media platforms 
and search engines use algorithms to actively show us more of what we like, and obscure 
content we don’t want to see, based on our past engagements with the platform in the form of 
‘clicks’ or ‘likes’. 

This restricts users’ exposure to diverse perspectives on news and current events, creating 
‘echo-chambers’ or ‘filter-bubbles’. Filter-bubbles give the impression that a certain point of 
view is more widely held than may be true in reality, which can influence users’ perception of the 
world and may make them more likely to believe misinformation and fake news.

Personalised content algorithms have also been shown to promote increasingly extreme and 
sensationalist content - including abusive, discriminatory or hateful content – as this content 
receives more user engagement, such as shares and comments (both positive and negative), 
therefore attracting users to the site more often and for longer. 
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One study by Zeynaep Tuflcki into YouTube recommendations found that, regardless of the 
subject, the platform’s algorithm recommended ever more extreme videos for users to watch 
upon completing their current video.24 For example, watching videos on vegetarianism led to the 
algorithm recommending videos on veganism, while jogging videos prompted recommendations 
for ultra-marathons. For political videos, both right and left wing, the recommendations trended 
towards conspiracy theories. 

Jonny Shipp, Founder and Project Lead at the Internet Commission – which has developed 
an independent framework for assessing and benchmarking technology companies’ content 
governance systems and procedures – believes that decisions around online content have a 
fundamental impact on society:

“The Internet Commission started by asking ‘what are the social impacts 
of technology, and what should people be concerned about and 
companies more accountable for?’ We found that many of the issues 
that came out of that question could be traced back to decisions about 
online content.” 

Designed addiction

The second way platforms aim to capture our attention for as long and as frequently as possible 
is by building features into their apps that are designed to make them addictive. These features 
often mirror the techniques used in casinos and slot machines. One example is the ‘pull to 
refresh’ feature common on social media app news feeds, where pulling the screen downwards 
prompts the feed to refresh. Just like pulling the lever on a slot machine, this feature exploits 
users’ attraction to unpredictability. Jonny Shipp told me: 

“Designed addiction is, I think, a fundamental problem. The internet is 
an amazing place with information, freedom of expression and great 
empowerment in lots of different ways, but it had to find a business 
model, and the one it chose is based on highly targeted advertising. In 
order to make this business model effective, companies design their 
services to be addictive. Their primary purpose has become to grab your 
attention and sell you to advertisers. The cause of the problems we now 
face is that business model’s effect on society.”

As the negative health effects of their products become more widely known, big tech is being 
compared to the ‘new tobacco’, except that instead of damaging our lungs, it damages our 
mental health.25 Digital addiction has been shown to interfere with young people’s education 
and sleep, and contributes to increased levels of anxiety and depression – even putting young 
people at higher risk of suicide.26, 27 In May 2019, the World Health Organization created a new 

Manipulation & 

influencing behaviour
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classification of “gaming disorder” to describe a pattern of gaming behaviour characterised by 
impaired control, prioritising gaming over other daily responsibilities, including attending school 
or work and keeping social appointments.28

Case study: Apple and iPhone use

Like tobacco, technology companies are increasingly finding themselves in the cross hairs of 
investor pressure for their harmful effects on society. In January 2018, Jana Partners and the 
California State Teachers’ Retirement System (CalSTRS), wrote to Apple urging the iPhone 
maker to develop software tools that would help parents control and limit phone use more 
easily, and to consider the impact of overuse on mental health.29 In a nod to the regulatory 
clampdown, litigation and reputational damage that has plagued the tobacco and oil sectors, 
the investors warned that “companies pursuing business practices that make short-term sense 
may be undermining their own long-term viability.” 

Apple addressed Jana Partners and CalSTRS concerns by introducing a feature that allows 
parents to set time limits on the use of certain apps, as well as providing users with summaries 
of how long they have spent on their devices. The investors welcomed Apple’s move toward 
meeting the challenge of screen addiction and praised the company for its ethical leadership.30  

 
Targeted advertising

Targeted advertising deliberately and covertly exploits our decision-making vulnerabilities 
to achieve the highest probability of influencing our decisions. In theory, digital surveillance 
and targeted advertising makes it possible for banks to target high-interest loans at online 
users experiencing financial difficulties, or for pharmaceutical companies to target drug 
advertisements at those suspected to be in a health crisis. 

Although the most direct harm associated with commercial targeted advertising is that it 
diminishes individuals’ economic interests, one academic paper claims that the “deeper, more 
insidious harm is [targeted advertising’s] challenge to individual autonomy”.31 The authors add: 

“By deliberately and covertly engineering our choice environments 
to steer our decision-making, online manipulation threatens our 
competency to deliberate about our options, form intentions about 
them, and act on the basis of those intentions . . . Online manipulation 
thus harms us both by inducing us to act toward ends not of our 
choosing and for reasons we haven’t endorsed.”
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The covert and manipulative nature of targeted content is particularly concerning in the case 
of political advertising, which rose to prominence after concerns were raised in 2016 and 2017 
about the use of social media to influence voters around the world, including in the UK Brexit 
referendum and US presidential election. Between May 2018 (when Facebook made data on 
political advertising spend publicly available) and November 2019, one third of the 18 biggest 
customers for Facebook’s advertising system were affiliated with political campaigns, with 
Donald Trump being the platform’s biggest customer during that window, spending $21.5m on 
adverts.32  

Harnessing the same mechanisms and tools of persuasion used for the purposes of commercial 
advertising, political campaigns can exert meaningful influence over voters’ political opinions. 
This includes the use of ‘microtargeting’ to create highly personalised messages, which can 
entrench belief systems and “[create] a curated worldview inhospitable to pluralistic political 
discourse”, leading Amnesty International to conclude that political advertising online can 
threaten the right to freedom of expression.33 Beyond the harm to individuals, political 
advertising therefore promises a collective harm, threatening our democracy as well as our 
autonomy. Such online manipulation is therefore not simply an ethical problem, but a social and 
political one too.34  

Case study: Alphabet and Facebook content 
governance

In 2018 and 2019, Alphabet and Facebook both faced shareholder proposals asking the 
companies to issue reports detailing their strategies and policies for how they govern the 
content on their platforms, and the extent to which they address the financial and reputational 
risks posed by content management controversies. Controversies listed included election 
interference, fake news and the spread of hate speech and violence. 

Neither company supported the resolutions, which received 5.7% of the votes at Alphabet and 
6.9% at Facebook in 2019, down an average of 5% from similar resolutions in 2018, despite 
positive recommendations from ISS and Glass Lewis on the resolutions at Alphabet and 
Facebook respectively.

Ask your asset manager(s):

How did you vote on proposals 16 (Report on Policies and Risks Related to Content 
Governance) and 9 (Report on Content Governance) at Alphabet and Facebook’s 
2019 AGMs respectively, and what were your rationales for these voting decisions? 

Manipulation & 

influencing behaviour
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Box 3: Discrimination in targeted advertising

Targeting by advertisers and political parties using Facebook and Google’s platforms has 
been shown to profile users in sensitive and discriminatory ways. Examples of categories 
used to target (or exclude) users include ‘under 18’, ‘lower 50% income bracket’, ‘interested 
in addiction treatment centres’ and ‘sexual orientation’. Such profiling inherently seeks to 
differentiate between people based on personal characteristics, beliefs and behaviours.35 

In 2019, Facebook settled five lawsuits with civil rights groups who accused the social 
media platform of facilitating discriminatory practices in housing, employment, and credit 
advertising, by allowing businesses to exclude certain users from seeing adverts based on 
characteristics such as race, gender and age.36 The lawsuits claimed that Facebook was 
allowing advertisers to prevent older users and women from seeing certain job adverts, and 
users with children from seeing certain housing adverts.

As part of the $5m settlement, Facebook said that it would create new rules that restrict 
job, credit and housing advertisers from targeting users based on age, gender or zip code. 
However, these measures only apply to advertisers based in or targeting people in the US, 
meaning users in the rest of the world are still at risk of discrimination in those areas.

Recommendations

In 2019, a group of 49 investors, led by the Investor Alliance for Human Rights, delivered a 
statement to 22 technology companies.37 The statement urged the companies to use the 
Ranking Digital Rights (RDR) Corporate Accountability Index as a tool to help them improve 
their governance systems and performance on human rights risks related to privacy and freedom 
of expression. 

In 2020, the RDR methodology will expand to address human rights harms associated with 
targeted advertising and algorithmic decision-making systems. The RDR Winter 2020 Investor 
Update includes useful questions for investors to ask investee companies concerning targeted 
advertising and algorithmic systems. Key examples include:

1. Does the company conduct human rights impact assessments on processes for policy 
enforcement, targeted advertising, and algorithmic decision-making systems? 

2. For targeted advertising, does the company clearly disclose how advertisers can 
target users through its platform or service, what targeting parameters are available to 
advertisers, and whether there are categories of users that advertisers are prohibited from 
targeting?  

3. For algorithmic decision-making systems, does the company clearly disclose how online 
content is curated, ranked, or recommended? 
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Ask your asset manager(s): 

Do you encourage technology companies to collaborate with independent third parties 
on their content governance? This could include the Internet Commission’s process for 
benchmarking internal systems and procedures for deciding which online content to 
promote, investigate or remove.ii   

Do you consider designed addiction in technology companies’ products and its 
negative societal effects, especially on younger users, in your engagements with 
investee companies? 

Will you use the RDR Winter 2020 Investor Update questions and the forthcoming 
results of the 2020 RDR index to inform your stewardship activities with technology 
companies?

Manipulation & 

influencing behaviour

ii    The Internet Commission’s current cohort of reporting partners includes a major broadcaster, a global games 
platform, a children’s social media network, a global dating service and a leading education technology 
provider. To find out more, please see inetco.org or contact Emma Hoksbergen, Project Lead, on Emma.
Hoksbergen@inetco.org.

http://inetco.org
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Big tech: Market dominance

A small number of technology companies have dominated their niches: Facebook and Facebook-
owned companies dictate the social media and messaging landscape, googling has become 
synonymous with online searching, and Amazon controls online shopping. These ‘big tech’ 
companies have achieved such dominance through acquisitions. Google has, to date, acquired 
240 companies (averaging one a week in 2010 and 2011) while Facebook has consumed over 
80.38, 39 Acquisitions can help technology companies expand into new markets, eliminate start-up 
competition, and access other companies’ data or personnel. 

This means that some technology companies have become bigger than both investors 
and regulators are used to dealing with. Today, seven of the top ten companies by market 
capitalisation are technology companies.40 Technology companies and their services are 
developing faster than regulators can respond. 

Notably, no country has yet sought to split up big tech companies for contravening anti-trust 
law. This is partly because their platforms are free to use and they therefore do not constitute 
a monopoly by the conventional definition, which focuses on dominant companies’ impact on 
the consumer, and partly because they often acquire start-ups which are too small to attract 
regulatory attention.

Big tech companies do demonstrate monopolistic behaviour, however: One example is Amazon’s 
use of their position as a dominant buyer to push prices down with suppliers, as was seen in their 
public dispute with the major publishing house Hachette. Following a contract disagreement, 
Amazon - which controls 50% of book sales across the US and 83% of all e-book sales - disrupted 
sales of Hachette’s books by preventing customers from pre-ordering Hachette titles, reducing 
the discounts it offered, and delaying the shipment of Hachette books for up to a month.41 
Amazon’s aggressive tactics prompted outrage from almost 1000 authors who signed a petition 
demanding Amazon stop using writers as hostages in its negotiations. The group, Authors United, 
also took out a full-page advert in the New York Times attacking Amazon’s actions.42 

Such dominance brings regulatory, as well as reputational, risk: Elizabeth Warren’s 2020 
presidential campaign promised to split up ‘big tech’, and in July 2018, the EU Commission fined 
Google £3.8 billion for using its Android smartphone platform to secure dominance of its search 
engine.43 Given the reputational, regulatory and legal risk of ‘big tech’ outgrowing itself through 
aggressive mergers and acquisitions strategies, or abusing their power as dominant buyers, 
investors should be engaging with these companies on how they are respecting competition and 
anti-trust norms.

Ask your asset manager(s): 

What are your expectations for companies’ competition and mergers & acquisitions 
policies, and what actions would you take if a company failed to meet these? 

How are you assessing regulatory or litigation risk of big tech companies getting too 
big? 
 

Big tech: Market 

dominance
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Automation and the future of work

Rapid advances in technology, including the use of AI and physical robotics, are changing the 
future of work. As technology develops, millions of workers in every sector may be impacted by 
automation – i.e. technology completing tasks which were previously undertaken by humans, 
such as autonomous vehicles. A widely cited McKinsey Global Institute study projected that 
between 75 and 375 million people (up to 14% of the global workforce) may need to change 
occupation and acquire new skills by 2030 due to automation.44  

Jobs most likely to be automated in the short-term are physically predictable jobs in 
manufacturing, agriculture and transport, and low-level service sector roles. This will affect both 
men and women, with PWC data suggesting that women will be more at risk of being affected 
until the late 2020s as administrative tasks are automated, and men being more at risk in the 
mid 2030’s, when machines such as autonomous vehicles replace manual tasks where male 
representation is higher.45 Julian Huppert says: 

“Autonomous vehicles are going to be a massive societal change. It’s 
likely to be the largest area with effect on employment. There are 
roughly one million people in the logistics business and professional 
drivers in the UK. That is one million jobs that will suddenly go within 
a few years. Once you have the technology, getting rid of the driver is 
fantastically helpful – not having to stop and go back to where the driver 
started from, etc. - so those jobs will go rapidly.”

However, Benedict Dellot, Head of AI Monitoring at the Centre for Data Ethics and Innovation, 
and previous Head of the RSA’s Future Work Centre, told me that automation is more nuanced 
than it appears on the surface.

“When you start to look more closely at how automation works, you 
begin to see that it plays out in strange and unexpected ways. In fact, 
what people describe as automation often isn’t automation at all. 
Sometimes machines just pass work onto consumers, for example in the 
form of self-service checkouts. In other cases, there are people sitting 
behind the scenes doing work that we thought was automated. Take 
digital content moderation, where you have thousands of individuals, 
often overseas, looking through content on YouTube trying to decide 
whether it is inappropriate content, which is a horrible job to do. This 
work is invisible to most of us, but it isn’t automated.”

Automation & the 

future of work
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In fact, most studies predict that the automation is likely to create more jobs than losses, 
both over short and long-term predictions. Many of these studies look to past technological 
improvements to predict future impact on jobs. For example, the McKinsey study points to how 
previous technological improvements have led to increased efficiency and therefore more leisure 
time, facilitating new jobs in entertainment, sport and DIY. An OECD report reflects on how the 
introduction of ATMs to replace bank tellers actually led to more bank tellers being employed, 
whose roles evolved to include a wider variety of services, including advising customers on 
different products.46 As the UK Government’s briefing on the impact of automation on jobs says, 
technological improvements do not lead to long-term unemployment; instead, the types of work 
change as roles evolve and new tasks emerge.47 

Because of this, Dellot argues that investors should prioritise addressing other ways in which 
technology is shaping the future of work and the effect this has on workers’ rights and quality of 
jobs.

“In the near-term, the problem is not that technology will eliminate jobs 
but rather than it could undermine them, making them less secure and 
meaningful. We can already see AI being used to transform recruitment, 
power surveillance and inform workplace scheduling – impacts that 
are more subtle, easily hidden, and which can play out in nearly every 
workplace. That’s where the greatest change is likely to be felt in the 
near-term, and that’s where the efforts of shareholders, policymakers 
and activists should be focused. And there are quick wins to be had. 
For example, large employers should be encouraged to undertake 
bias checks on the recruitment algorithms they use, and to agree with 
workers how they use AI-powered surveillance technology. That’s not 
asking much from companies.”

Dellot uses the example of gamification in gig platforms – app-based platforms which employ 
short-term contract workers, such as Uber and Deliveroo – to demonstrate one of the less 
sensational but more pervasive issues surrounding technology and work.

“Gamification uses behavioural nudges to get workers to behave in 
ways they otherwise wouldn’t, and which they may not be conscious 
of. At least one ride hailing company gives drivers rewards, such as fuel 
discounts, for achieving a set number of rides each month. This plays on 
how humans are wired and quite deliberately gets them to keep logging 
on, to keep working. These kinds of tiny design tricks aren’t a necessary 
feature of gig apps - they’re something the platforms have decided to 
install. It’s difficult to draw a line here between what’s ethical and what’s 
not, but at a minimum we should be keeping an eye on gamification.”
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Of gig economy platforms generally, Dellot urges for a case by case approach to companies:

“Lumping them together is not helpful: the gig economy is big and it’s 
multifaceted. It includes everybody from low paid cleaners and drivers, 
all the way through to lawyers who use platforms to find freelance 
consulting work. You could have a very healthy, valuable, beneficial gig 
economy, but you also might have one that’s very disempowering for the 
workers, depending on the regulations that are in place and the exact 
design of these platforms.”

Investors should therefore focus on ensuring that companies are protecting workers’ rights and 
the quality of jobs as technology shapes the future of work, both through providing re-training 
and up-skilling for workers whose jobs will become obsolete, as well as ensuring that existing 
jobs, and new jobs created by automation (such as content moderation and gig work), are secure 
and meaningful. 

Ask your asset manager(s): 

How are you engaging with companies to ensure that workers’ rights and the quality 
of jobs remain a central consideration when introducing technology for the purpose of 
recruitment, surveillance or scheduling? For example:

• Are companies undertaking bias checks on any recruitment algorithms they 
use?

• Are companies agreeing with workers about how they use AI-powered 
surveillance technology? 

What are your expectations for how gig platforms treat their workforce? How do you 
engage with gig platforms to ensure that they are creating a gig economy that is 
healthy and beneficial for their workers?iii 

How are you engaging with companies on the impact of automation on their workforce 
and ensuring that work is secure and meaningful, including re-training and up-skilling 
workers where possible? 

iii   As yet, there are no clear standards for what constitutes a healthy and beneficial gig economy for workers and 
thinking in this area is very much developing. However, common themes include:

• Fair pay, i.e. a wage that truly meets the costs of living (e.g. the real Living Wage standards in the UK);
• For workers not to be misclassified as self-employed (which restricts workers from accessing rights such 

as sick pay);
• Greater control over how workers’ personal data is used;
• The right to collective bargaining.

Some examples of standard setting for gig work include the Taylor Review - which recommends removing the 
income floor for access to sick pay, and introducing a right to request guaranteed hours - and doteveryone, 
who are calling for a legal obligation on gig platforms to pay a Minimum Gig Wage.
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Conclusion

Technology sector companies are both some of the largest in the world, and a major source of 
growth, accounting for 19% of new IPOs since 2010.48 The sector also falls outside of traditional 
ethical/SRI screenings, meaning that technology companies are likely to have a heavy weighting 
in many charity investors’ portfolios. 

Historically, the sector has avoided scrutiny from the responsible investment community, due to 
the ‘black box’ nature of its products and services, the perception that technical knowledge is 
required to engage, and the consistently healthy returns.

This briefing has outlined some of the social and governance issues emerging from the 
technology sector as it grows and develops. These issues are sprawling, interrelated, and range 
from the immediate (e.g. Hikvision) to the long-term and systemic (e.g. automation). Instead of 
attempting a comprehensive account of all of the issues, we have aimed to provide a sense of the 
range and breadth of issues related to the technology sector, and to point towards case studies of 
responsible investors beginning to grapple with them. 

With the aim of empowering asset owners such as CRIN members to engage their asset 
manager(s) on these issues, we have provided recommended questions throughout this briefing. 
These questions are collated in full below, in a format intended to make it straightforward for 
asset owners to send on to their managers. We hope that they provide a basis for constructive 
dialogue with your asset manager(s) on ambitious engagement with the technology sector.

Conclusion
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Ask your asset 

manager

Ask your asset manager

Initial questions

What research are you doing internally to learn about the evolving risks surrounding technology?

Have you published any research or articles that formalise your views and priorities for these risks 
moving forwards? What are you doing to act on these?

Bias and discrimination

How did you vote on proposals 6 (Prohibit Sales of Facial Recognition Technology to Government 
Agencies) and 7 (Report on Impact of Government Use of Facial Recognition Technologies) at 
Amazon’s 2019 AGM, and what were your rationales for these voting decisions?

What are your governance expectations of investee companies who are developing AI systems? 
This could include:

• Adherence to global standards for responsible AI development,
• Board-level ethics expertise,
• An independent ethics committee which reports publicly.

How have you engaged with companies developing and using AI systems to ensure that these 
systems are not leading to biased or discriminatory outcomes, especially around biometrics (such 
as facial recognition)? This should include long-term goals and an escalation plan, as well as case 
studies.

What specific measures are you taking to ensure that investee technology companies’ services 
are not being used to suppress individual human rights or liberties, especially where they operate 
in China or another country where there is extreme government censorship or control? 

Share structure

How did you vote on proposals 4 and 5 (Approve Recapitalization Plan for all Stock to Have 
One-vote per Share) at Alphabet and Facebook’s 2019 AGMs respectively, and what were your 
rationales for these voting decisions?

Manipulation and influencing behaviour

How did you vote on proposals 16 (Report on Policies and Risks Related to Content Governance) 
and 9 (Report on Content Governance) at Alphabet and Facebook’s 2019 AGMs respectively, and 
what were your rationales for these voting decisions? 

Do you encourage technology companies to collaborate with independent third parties on their 
content governance? This could include the Internet Commission’s process for benchmarking 
internal systems and procedures for deciding which online content to promote, investigate or 
remove.  
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Big tech: Market dominance

What are your expectations for companies’ competition and mergers & acquisitions policies, and 
what actions would you take if a company failed to meet these?

How are you assessing regulatory or litigation risk of technology companies getting too big?

Automation and future of work

How are you engaging with companies to ensure that workers’ rights and the quality of jobs 
remain a central consideration when introducing technology for the purpose of recruitment, 
surveillance or scheduling? For example:

• Are companies undertaking bias checks on any recruitment algorithms they use?
• Are companies agreeing with workers about how they use AI-powered surveillance 

technology? 

What are your expectations for how gig platforms treat their workforce? How do you engage with 
gig platforms to ensure that they are creating a gig economy that is healthy and beneficial for 
their workers?iv 

How are you engaging with companies on the impact of automation on their workforce and 
ensuring that work is secure and meaningful, including re-training and up-skilling workers where 
possible?

iv   As yet, there are no clear standards for what constitutes a healthy and beneficial gig economy for workers and 
thinking in this area is very much developing. However, common themes include:

• Fair pay, i.e. a wage that truly meets the costs of living (e.g. the real Living Wage standards in the UK);
• For workers not to be misclassified as self-employed (which restricts workers from accessing rights such 

as sick pay);
• Greater control over how workers’ personal data is used;
• The right to collective bargaining.

Some examples of standard setting for gig work include the Taylor Review - which recommends removing the 
income floor for access to sick pay, and introducing a right to request guaranteed hours - and doteveryone, 
who are calling for a legal obligation on gig platforms to pay a Minimum Gig Wage.
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